
0123456789();: 

The brain performs many functions that rely on the 
distributed and coordinated activity of populations of 
neurons, including perception, decision- making, mem-
ory, planning and navigation. These functions arise from 
the ability of populations of neurons to encode infor-
mation about the sensory environment and to transmit 
this information to other brain structures to inform 
appropriate behavioural outputs.

A fundamental question is whether there are emer-
gent functions of populations of neurons that are crucial 
for information processing beyond what can be per-
formed by single neurons. Emergent functions of neural 
populations rely on the formation of a population code, 
which can be defined in two ways. First, some studies 
consider a population code by joining together the cod-
ing or tuning properties computed separately for many 
individual neurons and measuring the information 
available in the joint representation. One example of 
this definition of a population code is place cells in the 
hippocampus: individual place cells are tuned to specific 
locations in an environment, with different place cells 
tuned to different locations. By assembling place cells into  

a population, it is possible to form a cognitive map and 
decode an animal’s location accurately — neither of 
which can be done from individual neurons1. Recently, 
other properties of population codes defined in this way 
have been identified, including the importance of the 
dimensionality of the space of neural population activity 
and the geometry of the encoding of abstract cogni-
tive variables2,3. These neural population properties 
depend only on the tuning or coding features of indi-
vidual neurons and neglect the functional interactions 
between neurons. We thus refer to this type of popula-
tion code as an independent population code. This type 
of code can be understood even by recording neurons 
one at a time and then placing them together into a  
pseudo- population (Fig. 1a).

Alternatively, a population code can be defined by the 
features of population activity that arise from the func-
tional interactions within a group of neurons and that 
cannot be identified by examining individual neurons or 
by assembling a pseudo- population (Fig. 1b). In this case, 
the population code is based on the emergence of mac-
roscopic properties from the microscopic interactions 
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between individual elements, as is fundamental in many 
physical and biological systems. Functional interactions 
between neurons are commonly measured as correla-
tions between the activity of different neurons. We thus 
refer to this type of code as a correlated population code. 
Although aspects of both independent and correlated 
population codes have been studied extensively, we 
here focus on correlated population codes because they 
express genuine emergent properties that are specific to 
real populations of simultaneously recorded neurons.

A second fundamental question regards whether the 
structure, or organization, of the correlations between 
neurons shapes information processing in correlated 
population codes. In theory, two populations of neurons 
could have similar distributions of correlation values but 

differ in how these correlations are arranged between 
pairs of neurons within the network. As an analogy, 
in physical systems, the same set of carbon atoms can 
form a diamond or graphite depending on how their 
interactions are spatially organized. For neurons, the 
key question is whether there is an underlying struc-
ture that organizes the functional interactions between 
neurons in a population code and what consequences 
may arise from this structure for neural computations4. 
The interaction structures that are potentially important 
for information processing include the arrangements of 
activity correlations between neurons with similar or 
dissimilar tuning (Fig. 1c). For example, rather than the 
correlations being randomly arranged in a population, 
the correlations between neurons with similar tuning to 
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Fig. 1 | Different types of population codes and the functions they can 
perform. a–d | Schematic of a population of neurons (triangles) encoding 
information about a stimulus (whose identity is colour coded) using 
different types of population codes. An independent population code 
results from computing tuning curves and coding properties separately for 
each neuron, and then combining information from individual cells, 
neglecting single- trial interactions and correlations between neurons  
(part a). A correlated population code is critically shaped by the functional 
interactions (noise correlations) within the population. Pairwise correlations 
are indicated as links between pairs of neurons, and correlation strength is 
plotted in the pairwise- interaction matrix (part b). In a population code with 
structured correlations, functional interactions and correlations are 
structured in a nonrandom way. In this example, neurons with similar tuning 
also have stronger interactions (as highlighted by the outlined diagonal 
blocks in the pairwise- correlations matrix) (part c). Higher- order population 

codes have higher- order correlations (represented graphically as shaded 
areas and often termed hyperedges in network theory5 because they 
represent structures that cannot be described as sets of pairwise edges) that 
contribute to population coding. Triplets of neurons in the bottom right part 
are coloured to indicate that the strength of their high- order interaction 
may be stimulus-modulated to carry stimulus information (part d).  
e–g | We hypothesize that population codes might perform multiple 
information- processing functions. They may encode information about 
sensory stimuli in a brain region (red box) (part e). They may contain 
correlations that contribute to the creation and maintenance of neural 
representations across multiple timescales, providing the flexibility 
necessary to perform different tasks (part f). They may contain correlations 
that influence the propagation of information across multiple brain areas 
(represented as the arrows from the red to the green and orange boxes) and 
its behavioural readout (part g).
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a sensory stimulus might be stronger than the correla-
tions between neurons tuned to dissimilar stimuli. We 
define structured correlated population codes as those 
codes whose functions are shaped by the structure  
of correlations. Other potentially important struc-
tures (beyond pairwise correlations) could include the 
existence of higher- order interactions5 that critically 
shape information processing, leading to higher- order 
population codes (Fig. 1d).

Recent studies have made substantial progress in 
understanding how the magnitude and structure of cor-
relations among neurons in a population relate to the 
functions that the neural population code can perform. 
These studies have identified at least three main poten-
tial functions for correlations in population codes: shap-
ing the encoding of information; generating codes across 
multiple timescales; and facilitating information trans-
mission to, and readout by, downstream brain areas to  
guide behaviour (Fig. 1e–g). Because each neural popula-
tion can contribute to multiple functions, the structure 
and optimization of population codes is subject to mul-
tiple constraints. Thus, beyond optimizing the encoding 
of information, which was originally proposed as the 
goal of neural populations by efficient coding theories6–9, 
correlations in a neural population must be organized to 
satisfy multiple constraints, including how this informa-
tion is read out to guide behaviour. Here, we review these 
studies and we reason on how combining large- scale 
simultaneous recordings of populations of neurons, 
computational methods, neural perturbations and anat-
omy can further help to establish how population codes 
serve cognitive functions.

To keep this Review focused, we highlight princi-
ples of population coding using mainly examples from 
the encoding of sensory information for perception 
and decision- making. Also, we consider the recently 
reviewed10 field of population dynamics only as it relates 
to the timescales of population coding.

Encoding and correlation structure
The most studied aspect of information processing in 
neural populations is the encoding of information about 
sensory stimuli. Information encoding is usually used to 
refer to the amount of information present in popula-
tion activity under the assumption that the population 
information is read out by an optimal decoder, without 
factoring in how it is transmitted downstream or used 
to inform behaviour.

Theoretical foundations. Are correlations a source of 
information or a nuisance for representing sensory 
stimuli? Theoretical work has established that the infor-
mation in a population of neurons is influenced by the 
correlations between neurons11–14.

Conventionally, a distinction is made between two 
types of correlations15. Signal correlations indicate the 
similarity of stimulus tuning of different neurons, with 
high signal correlations for neurons tuned to the same 
stimuli. Signal correlations can be defined even for 
independent population codes and can be measured in 
both simultaneously recorded and pseudo- population 
responses. By contrast, noise correlations measure activity 

correlations beyond the stimulus tuning shared by the 
neurons and are often quantified as the correlation in 
individual trial responses between neurons for a given 
stimulus. For two neurons with positive noise correla-
tion, one neuron tends to respond more strongly than 
usual on a trial with a given stimulus when the other 
neuron also responds more strongly than usual, and 
tends to respond less strongly than usual on trials with 
the same stimulus in which the other neuron’s responses 
are also less strong. Noise correlations can be measured 
only in population codes of simultaneously recorded 
neurons and thus are the feature that distinguishes cor-
related population codes from independent population 
codes. Noise correlations can originate in various ways16 
but, as discussed below, their effects on population codes 
are the same regardless of their origin. Here, we focus 
on their functional implications rather than on how 
they arise.

A key question about population coding is how noise 
correlations affect the amount of information encoded 
by the population. A major factor to consider when 
approaching this question is the relationship between 
signal and noise correlations. If signal and noise corre-
lations have the same sign, the signal and noise will have 
a similar shape in population- activity space and will be 
more difficult to separate. In this case, noise correlations 
impair stimulus discrimination by creating an overlap 
between the distributions of responses to different  
stimuli (Fig. 2a, left) that is larger than in the absence 
of noise correlations (Fig. 2b). An example is when two 
neurons spike strongly to the same stimuli and thus have 
a positive signal correlation, while also having positively 
correlated variations in spiking from trial to trial, thus 
having a positive noise correlation (Fig. 2a, left). By con-
trast, if signal and noise correlations have different signs, 
such as a positive noise correlation for a pair of neurons 
that respond to different stimuli (negative signal corre-
lation), then the noise correlations decrease the overlap 
between the response distributions to different stimuli 
and increase the amount of information encoded com-
pared with the amount encoded in the absence of noise 
correlations (Fig. 2a, right). These effects can be geomet-
rically described in terms of the signal–noise angle17,18 
between the signal axis and the noise axis (Fig. 2d) in the 
space of neural population activity, a concept that also 
extends to higher- dimensional spaces with large popu-
lation sizes. Information- enhancing correlations with 
opposite signs of signal and noise correlations corre-
spond to large signal–noise angles, and information- 
limiting correlations with signal and noise correlations  
of the same sign correspond to small signal–noise  
angles (Fig. 2a–d).

The effects of the relationship between signal and 
noise correlations are more pronounced as the popu-
lation size grows11,19,20. When signal and noise corre-
lations have the same sign, the information encoded 
by the whole population can be saturated14,19. In such 
a case, noise correlations limit the benefit of averaging 
noisy information across neurons to the extent that 
they fundamentally limit the amount of information 
that can be encoded by a population regardless of the  
population’s size.

Pseudo- population
Collections of activity of 
non- simultaneously measured 
neurons, either because they 
were recorded at a different 
time or from different 
experiments, or because they 
were created by trial shuffling.

Efficient coding theories
Theories that postulate that 
the properties of neurons in 
sensory areas are designed to 
maximize the information that 
these neurons carry about 
sensory stimuli with naturalistic 
features.

Signal correlations
The correlations of the 
trial- averaged neural responses 
across different stimuli.

Noise correlations
The correlated trial- to- trial 
variability of the activity of 
different neurons or of different 
neural populations over 
repeated presentations of the 
same stimulus.

Signal–noise angle
The angle between the noise 
axis and the signal axis.

Signal axis
The axis in neural population 
activity space of the largest 
stimulus- related variations, 
which in linear cases is 
measured as the axis that 
connects the trial- averaged 
population responses to the 
different stimuli.

Noise axis
The axis of largest variation in 
neural population activity for  
a fixed stimulus.
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A second major factor to consider relating to the 
question of how noise correlations affect information 
encoding is whether noise correlations change with the 
stimulus. If noise correlations are stimulus dependent, 
they can increase the information encoded in population 
activity by acting as a coding mechanism that is comple-
mentary to the firing rates of individual neurons11,12,21,22. 
Stimulus- dependent noise correlations can act as the 
only information channel if the responses of neurons 
are similar across stimuli and only noise correlations 
vary. In this case, stimuli can be decoded based on jointly 
observed population activity even if the responses of 
individual neurons are similar across stimuli (Fig. 2c, 
left). This stimulus- dependent increase of the encoded 
information is separate from the signal–noise alignment 
discussed above and can offset the information- limiting 
effects of signal–noise alignment11,12,23 (Fig. 2c, right).

Empirical results. With the advent of technologies ena-
bling simultaneous recordings from multiple neurons, 
experimental evidence has emerged that supports the 
theoretically possible effects of noise correlations on 
information encoding described above.

Initial results sparked excitement by reporting that 
noise correlations are stimulus dependent and add 
information not available in individual cells. For exam-
ple, stimulus- dependent noise correlations in cat visual 
cortex were found to carry information about whether 
individual neurons respond to the same or separate 
objects24. Other examples of stimulus- dependent noise 
correlations serving to enhance information coding have 
also been reported25–29. In other cases, noise correlations 
were reported to be stimulus independent yet neverthe-
less to increase the information encoded in neural activ-
ity because the signs of the signal and noise correlations 
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Fig. 2 | Noise correlations and information encoding. Illustration of how 
noise correlations shape stimulus- information encoding. We use cartoons 
of response distributions (ellipses) of populations of neurons (N1, N2) in the 
space of neural population activity (using n = 2 or 3 neurons) in response to 
two stimuli (orange and blue). a | Stimulus- independent noise correlations 
can decrease (left) or increase (right) the amount of encoded information 
about stimulus (overlapping distributions being harder to discriminate) with 
respect to population activity without noise correlations (as in part b).  
b | Here, the properties of the individual neurons are the same but noise 
correlations are absent. c | Stimulus- dependent noise correlations, that vary 
in sign and/or strength across stimuli, might provide a separate channel for 
stimulus information encoding (left) or reverse the information- limiting 
effect of stimulus- independent noise correlations (right). d | In a high- 
dimensional space, the interplay between signal and noise can be described 
using the signal axis, which connects the average responses to different 
stimuli (solid arrow); the noise axis, which represents the direction of 
maximum variability of a response to a fixed stimulus (dashed arrow); and 
the signal–noise angle, which is the high- dimensional angle between the 
signal axis and noise axis. e | Example of two neural populations with  

the same signal and noise correlation distribution but with a different  
noise correlation structure. Population 1 (population 2) has higher noise 
correlations for neurons with similar (dissimilar) tuning, resulting in a larger 
(smaller) overlap in the distributions of neural responses in high- dimensional 
population space (ellipsoids on the right). f | The network- level structure  
of noise correlations plotted in part e results in a positive (negative) signal–
noise slope when noise correlations are higher for similarly (dissimilarly) 
tuned neurons. Green (purple) dots and lines represent the pairwise signal 
correlation and noise correlation values and slopes of the population in 
population 1 (population 2) of part e. Purple- outlined green dots are plotted 
where green and purple dots coincide. g | A network- level structure with 
higher noise correlations for similarly (dissimilarly) tuned neurons results in 
smaller (larger) signal–noise angles, represented by the green (purple) 
arrow, and in an information- limiting (information- enhancing) effect  
of noise correlations, illustrated by a colour bar plotting the difference of 
information encoded by the population with correlations intact (‘corr’) or 
after shuffling (‘sh’). Green (purple) colours denote the results for population 1  
(population 2) in part e. Results in parts f and g are schematic, intended to 
illustrate the sign of the effects, and are not quantitative.
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were opposite30,31. Other studies have shown that noise 
correlations increase information without explicitly 
identifying whether the information increase was due 
to stimulus dependence, signal–noise misalignment  
or both32,33.

However, it has been commonly found that neurons 
with similar stimulus tuning have positive and strong 
noise correlations4,29,34–36. As a consequence, in many 
cases, noise correlations limit the information encoded 
in a neural population4,37–44. This conclusion has been 
reached by comparing the information contained in a 
simultaneously recorded neural population, with noise 
correlations intact, to a pseudo- population code with 
noise correlations removed by trial shuffling or other 
analytical means (Box 1).

As predicted by theoretical models, noise correlations 
affect how the information encoded in a population 
increases with population size38,42. For small populations, 
the effects of noise correlations have been found to be 
small13,17,31,39, leading to the suggestion that noise corre-
lations only weakly modulate the information carried 
by the tuning properties of individual cells. However, 
more recent studies of large populations found large 
information- limiting effects of noise correlations that 
lead to the saturation of information levels37,38,42. Thus, 
noise correlations have effects on information encoding 
that can be as large as the effects of the tuning proper-
ties of the individual cells, and can impose fundamental 
limits on the amount of information that can be encoded 
in a population38.

From the many empirical studies suggesting an 
information- limiting effect of noise correlations and 
from the accompanying theories19,45, an influential 
view has emerged that noise correlations often limit the 
amount of information encoded in a population and 
thus impair perceptual accuracy19,46.

Network- level organization of pairwise noise correla-
tions. Much of the founding theoretical work on the 
role of noise correlations in information encoding has 
focused on the average value of correlations in a typical 
pair of neurons or has assumed that the properties of 
single cells and/or correlations are homogenous across 
the population. However, pairwise correlations span a 
wide range of values in a population, including posi-
tive and negative values37,42,43,47,48. This raises questions 
about whether the distribution of correlations and their 
organization between pairs affect information encoding. 
Indeed, recent experiments recording from hundreds to 
thousands of neurons, together with theoretical devel-
opments, have revealed that the organization of cor-
relations, and not only their average value, matters for 
encoding, providing evidence for population codes with 
structured correlations.

Mathematical analysis of network models has shown 
that heterogeneity of both the correlation values and 
the tuning properties across neurons in a population 
can reduce the information- limiting effect of noise 
correlations20,49–51. Consider two populations with sim-
ilar distributions of pairwise noise correlations (for 
example, those schematized in Fig. 2e): in the population 
with higher heterogeneity, correlations have less of an 

information- limiting effect, because the heterogeneities 
reduce the probability that the noise variance aligns with 
the signal variance. Thus, separating signal from noise 
and decoding stimulus information from population 
activity may be easier to do in heterogenous populations 
than in a homogeneous population20.

The extent to which correlations limit information 
encoding depends on how tightly signal and noise cor-
relations are aligned on a pair- by- pair basis. This associ-
ation can be quantified as the slope of the graph plotting 
signal correlations versus noise correlations (Fig. 2f). 
A higher positive value for the slope is present when neu-
ron pairs with high positive signal correlations have high 
positive noise correlations. For a given average value of 
noise correlations in a population, a higher value for 
the slope is associated with larger information- limiting 
effects (Fig. 2g).

The importance of the signal–noise slope is demon-
strated by studies that show that improvements in 
behavioural performance with learning, attention, 
adaptation or task engagement correlate with changes 
in population activity. In some cases, changes in the 
properties of noise correlations account for improve-
ments in behavioural performance more than changes 
in the selectivity of individual neurons do52. For small 
population sizes (handfuls of neurons), the change in 
noise correlations that best accounts for improvement 
in behavioural performance is a decrease in the values of 
the signal–noise slope53–56. This change in signal–noise 
relationship results in a larger increase in encoded infor-
mation than do behaviour- related changes in the average 
amplitude of noise correlations57. A decrease in the value 
of the signal–noise slope and in the information- limiting 
effect of noise correlations is also observed when cho-
linergic modulation in the cortex is enhanced through 
optogenetic stimulation of basal forebrain cholinergic 
neurons, suggesting that such modulation is a potential 
mechanism for the changes in population encoding 
that are associated with attention and learning49. Thus, 
the signal–noise slope, in addition to noise- correlation 
magnitudes, is one of the crucial factors that control 
information encoding in populations.

The effects on information encoding of the signal–
noise slope and of the heterogeneity of correlations can 
be recapitulated geometrically in terms of shifts of the 
signal–noise angle. The information- limiting effect of 
noise correlations depends on how much of the noise 
variance ends up on the signal axis45: the proportion of 
noise variance that ends up on the signal axis is high-
est when the signal–noise angle is small. Both high 
neural heterogeneities and correlation structures with 
lower- value signal–noise slopes shift a large part of 
the variance of noise correlations away from the sig-
nal axis, creating a large signal–noise angle and small 
information- limiting effects. Indeed, recent measure-
ments of variance in large neural populations show that 
most correlated variance lies outside the signal axis, sug-
gesting that the structure of noise correlations limits the 
amount of noise variance along the signal axis37,42.

Finally, besides the redundant neuron pairs often 
reported in previous studies, a recent study found a 
prevalence of synergistic neuron pairs, which encode 

Trial shuffling
An analytical procedure to 
remove the effect of noise 
correlations by combining 
responses of neurons taken 
from different trials to a given 
stimulus.

Redundant neuron pairs
Pairs of neurons that together 
carry less information than  
the sum of the information 
carried by the two neurons  
in each pair, owing to the 
information- limiting effect of 
noise and signal correlations.

Synergistic neuron pairs
Pairs of neurons that together 
carry more information than 
the sum of the information 
carried by the two neurons  
in each pair, owing to the 
information- enhancing effect  
of noise correlations.
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Box 1 | Analytical tools to remove the effect of noise correlations from population codes

Quantifying the effects of noise correlations on population coding requires 
comparing the information encoded in the original data with that encoded 
in surrogate distributions of neural activity obtained after removing noise 
correlations while preserving other aspects of population activity13. Similar 
approaches can be used to estimate the effect of noise correlations on task 
performance60.

A widely used way to generate pseudo- population activity vectors with 
noise correlations removed is to shuffle data. Shuffling population activity 
vectors across trials of the same stimulus, independently at each time 
point, destroys across- time noise correlations. Shuffling the trial labels, 
independently for each neuron, across trials of the same stimulus disrupts 
across- neuron noise correlations (see the figure, part a). Trial shuffling is 
simple and non- parametric, but it can be applied only when trials can be 
meaningfully grouped by stimulus.

Other approaches include fitting data to parametric models of 
population activity distributions. These models can generate probabilities 
of spike trains with arbitrary values of noise correlations, or remove 
specific aspects of noise correlations. These approaches can also be 
applied when stimuli cannot be categorized, but they make assumptions 
about the data. Such parametric models are described below (and see the 
figure, part b).

A caveat of removing rather than disrupting noise correlations is that 
some effects of the functional interactions between neurons probably 
remain in each neuron’s recorded activity. Thus, disruption analyses 
probably underestimate how much functional interactions contribute  
to population coding88.

Maximum entropy (Me) models
The ME model describes neural population activity with a probability 
distribution that has maximal entropy among the set of distributions  
that satisfy a set of constraints on the statistical properties of data165. 
Imposing data constraints that contain interactions between neurons  
up to order k will give an ME model that captures interactions up to  
order k.

coupled generalized linear models (c- GLMs)
c- GLMs model the conditional probability of populations of neurons 
expressing the input to each neuron as the sum (∑) of linear filters, and 
then apply neural- like non- linearities to generate firing rates. Input filters 
include task- related filters that express contributions from sensory and 
behavioural variables and coupling filters that describe the effect of the 
firing of other neurons at previous times (across- neuron links with 
backward arrow in the figure)32,88.

copula- based models
These166,167 model the population activity probability as a product of the 
single- neuron marginal distributions and their interaction structure 
(‘copula’). The copula can be fitted to data parametrically166 or non- 
parametrically168. Changing the copula structure generates data with 
different levels and structure of correlation.

aj, ME coefficients of single- neuron activities; βij, GLM weights of 
different predictors; βint, GLM weights of pairwise interactions; Jij, ME 
coefficients of pairwise interactions; Kijk, ME coefficients of triplet- wise 
interactions.
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information through stimulus- dependent noise 
correlations58. This study also identified redundant hubs 
that preferentially interact with other redundant hubs, 
as well as synergistic hubs that preferentially interact 
with other synergistic hubs, suggesting a non- uniform 
network- level structure in how noise correlations are 
organized. This structure combines the advantages of 
synergy and redundancy by creating a synergistic net-
work that exploits the stimulus dependence of noise 
correlations to maximize encoded information, and a 
redundant network that offers a backbone of robustness 
in the face of the loss of function of some cells.

Together, these studies have begun to reveal that cor-
relations in a population are structured. The structures 
of correlations may organize synergistic and redundant 
encoding in specialized subnetworks and mitigate the 
negative effect of noise correlations on information 
encoding.

Population- wise and higher- order correlations. The 
above results address pairwise correlations between 
neurons and their organization within the network. 
However, in recent years, studies have begun to move 
from detailing these relationships at the pairwise level to 
characterizing the strength, properties and consequences 
of correlations on encoded information directly at the 
population level with population- wise correlations59,60. 
Different mean values of pairwise correlations can have 
profoundly different effects on population- wise correla-
tion strengths, depending on the variability of the values 
of pairwise noise correlations across the population61, 
again confirming the importance of heterogeneity for 
population codes.

The effect of noise correlations on population infor-
mation is measured directly at the population level  
by comparing the amount of information in the popu-
lation with correlations present and with correlations 
removed analytically (Box 1). These direct quantifica-
tions potentially capture all effects of correlations on 
population encoding, including the stimulus depend-
ence of noise  correlations; the presence of small 
information- limiting correlations that may be difficult 
to detect, especially for continuous stimulus variables, 
and yet have a major effect on information for large 
populations; and all pairwise signal–noise relationships.

One emerging result from direct studies of population- 
wise correlations is that neurons can interact in larger 
groups in ways that cannot be decomposed into com-
binations of pairwise interactions. These higher- order 
correlations are important to explain the statistics of 
neural population responses, particularly for nearby 
neurons, and in executive areas of cortex62–69. For 
example, for nearby neurons in monkey64 and mouse67 
visual cortex, higher- order correlations make codes 
more sparse by suppressing periods of intermedi-
ate firing, increasing periods of quiescence and con-
centrating population activity in time. The effects of 
higher- order correlations are particularly prominent for 
larger populations62,70, suggesting that future studies of 
large- scale recordings of hundreds or thousands of neu-
rons should systematically consider these higher- order  
correlations.

However, the question of how the higher- order struc-
ture of noise correlations affects encoding is still largely 
unexplored. A theoretical study has revealed that the 
principles of encoding with pairwise noise correlations 
are maintained for higher- order correlations, in particu-
lar with the stimulus dependence of higher- order corre-
lations having a potentially large impact on encoding71. 
Current empirical evidence suggests that higher- order 
correlations, like pairwise correlations, have largely 
information- limiting effects for information encoding 
in sensory cortices64,65.

Correlations and encoding timescales
Noise correlations have often been considered as across- 
neuron noise correlations between the time- averaged spike 
rates of different neurons. The importance of across- 
time noise correlations between the activity of popula-
tions of neurons at different times is less well understood 
than that of across- neuron noise correlations. To pro-
duce behaviours, the brain needs to represent different 
types of information with timescales that vary widely. 
For example, tracking the rapid fluctuations of sensory 
stimuli requires information encoding at timescales of 
a few tens of milliseconds, a computation that individ-
ual neurons in sensory areas can perform72. Producing 
behavioural choices may instead require accumulating 
and maintaining consistent information over seconds. 
The single- neuron and network mechanisms responsible 
for the creation of long timescales have been debated, 
and a role for across- time noise correlations is beginning 
to emerge.

Studies of neural activity during working memory and 
perceptual decision tasks have proposed that long time-
scales can be encoded at the single- neuron level. Neural 
recordings in macaque parietal and frontal cortices have 
commonly found cells with persistent activity during 
decision- making and working memory73–76. Other stud-
ies have identified neurons with ramping activity during 
the accumulation of sensory evidence73,77. Computational 
models have proposed that persistent activity reflects the 
instantiation of attractor states for short- term memory or 
categorical choices, and that ramping activity reflects the 
accumulation of evidence towards a decision threshold78. 
Related activity patterns have been identified in various 
parts of the mouse cortex79–82.

Other studies have proposed that long- lasting choice 
and memory signals can arise at the neural population 
level. For example, individual neurons can each be active 
for only a fraction of a task period but, across the popula-
tion, sequences of neural activation can arise for specific 
choices, memories and navigation plans83–85. When con-
sidering tasks that combine a perceptual decision and/or  
evidence accumulation with memory- guided navigation, 
individual neurons in mouse posterior parietal cortex (PPC)  
typically form a sequence of brief (about 100–200 ms long)  
neuronal activations that tile the entire length of a task 
trial86–88 (Fig. 3a). In these cases, long timescales must be 
implemented in population codes rather than in single 
neurons.

It was recently shown88 that, in the presence of sequen-
tial population activity, across- time noise correlations87–89 
contribute to the generation of long timescales in 

Redundant hubs
Neurons with high probability 
of having redundant 
interactions with other 
neurons.

Synergistic hubs
Neurons with high probability 
of having synergistic 
interactions with other 
neurons.

Population- wise correlations
Correlated variability of an 
entire population of neurons, 
usually measured applying 
dimensionality- reduction 
techniques to the population 
covariance matrix.

Across- neuron noise 
correlations
The noise correlation between 
the time- averaged activity of 
two different neurons or two 
different neural populations, 
quantifying the similarity of  
the time- averaged neural or 
population responses across 
trials with the same stimulus.

Across- time noise 
correlations
The noise correlation between 
the population activity vector 
of the same population at 
different times, quantifying the 
similarity of the population 
responses at different times 
across trials with the same 
stimulus.

Persistent activity
The activity of individual cells 
whose firing rate remains 
sustained over an entire task 
period, for example, during 
working memory or 
decision- making tasks.

Ramping activity
The activity of individual cells 
whose firing rate decreases  
or increases constantly  
over time during a task,  
for example, to reflect the 
accumulation of evidence  
to make a decision.

Attractor states
Set of values of population 
vectors towards which the 
activity of a neuronal network 
is attracted during its temporal 
evolution.

Posterior parietal cortex
(PPC). A region of cortex 
considered to be at the 
interface of sensation and 
action and to participate in 
evidence accumulation for 
decision- making, movement 
planning, spatial navigation 
and other processes.
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population codes. During a sound- localization task 
performed by mice navigating through a virtual reality 
maze88, PPC population activity showed across- time noise 
correlations with lags of up to about 1–2 s (Fig. 3b). The 
information obtained by integrating the population vector 
across time points increased when across- time noise cor-
relations were disrupted by trial shuffling, suggesting that 
across- time correlations limit the benefit of integrating 
noisy information over time. Thus, these noise correla-
tions are key for a speed–accuracy trade- off, because they 
set the time window after which there is no advantage in 
further integrating information90,91. Across- time corre-
lations also increase the information consistency timescale 
of choice information in the PPC population, as consid-
erably longer information consistency timescales were 
obtained from real population responses than from 
pseudo- populations (Fig. 3c). Similar results were also 
present during another task in mice, in which sequences 

of neurons represented the accumulation of visual evi-
dence for making navigation decisions87. Interestingly, 
the timescale of choice information consistency in PPC 
was longer on correct trials than error trials. Long time-
scales in correlated population codes may therefore be 
important for conveying signals relevant for accurate 
behaviour.

The timescales of population codes differ across 
areas. In the same sound- localization task described 
above, the auditory cortex had weaker across- time cor-
relations and a shorter information consistency times-
cale than PPC. These findings raise the possibility that 
a function of population codes is to set the timescale 
for computation. In sensory cortices, a short times-
cale might aid representations of rapidly fluctuating 
stimuli and high- dimensional sensory features. By con-
trast, long timescales of information consistency may 
enable information in temporally separate inputs to be 
combined; enable the integration of new information 
with ongoing activity dynamics87; facilitate the forma-
tion of consistent information for planning and making 
a choice; and make representations more invariant to 
categorization- irrelevant transformations of sensory 
inputs92. Across- time correlations may be particu-
larly important when sequential, transient, single- cell  
activity is present, as might be common in tasks with 
many spatial and temporal components, natural 
behaviours and navigation86. Across- time correlations 
may create consistent pathways of neural activity in 
this high- dimensional space that enable evidence 
accumulation or decision implementation87.

In sum, across- time noise correlations may provide 
advantages for behaviour by lengthening the timescales 
of information consistency, even if they concurrently 
reduce the amount of encoded information. This sug-
gests that noise correlations serve multiple functions 
and that population codes balance constraints besides 
optimizing information encoding.

Are codes read out optimally?
The fact that often noise correlations limit the information- 
encoding capacity of neural populations has been taken 
to imply that they hinder the ability to perceptually 
discriminate sensory stimuli. This conclusion holds if 
perceptual discrimination performance increases pro-
portionally with the amount of sensory information 
encoded in neural activity46,93,94. The latter would be true 
when sensory information in population activity is read 
out optimally to inform behaviour. However, the amount 
of information that is transmitted and used for behavi-
our depends on the intersection between the prop-
erties of encoding and readout95. If the readout of the 
encoded information is not optimal, and in particular 
if the readout depends on correlations in a way that dif-
fers from encoding, then population codes with higher 
information may not necessarily generate more accurate 
behaviour13,17,94–99. For example, a population encoding 
large amounts of information in stimulus- dependent 
pairwise correlations or higher- order correlations may 
carry more information than do other codes that do not 
rely on correlations, but this extra information can only 
be accessed downstream in the presence of nonlinear 
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Fig. 3 | Across-time noise correlations can generate long information consistency 
timescales. a | In many experiments, neurons are transiently active for a fraction of the 
task period. Different neurons are sequentially active, tiling the task time, with specific 
sequences of activation that can arise for specific choices. Data recorded from posterior 
parietal cortex in a decision- making task during spatial navigation86. b | Long information 
timescales in population codes may be created by correlations across times between  
the activity of different neurons. Long- lag across- time noise correlations between 
different neurons and different populations are present in experimental data (depicted 
here schematically)88. c | Across- time noise correlations between different neurons  
lead to across- time correlations between population vectors at different times, which  
in turn leads to an increase of information- consistency timescales of population codes. 
As shown here schematically, for simultaneously recorded (correlated) responses88, 
across- time correlations ensure that the time course of the instantaneous posterior 
probability of stimuli given the population vectors (obtained, for example, using a 
stimulus decoder based on population activity) is smoother (left), and the correlation  
of posteriors obtained at different lags is higher for a given lag (middle) and has a longer 
decay time constant when computed across lags (right). Longer information- consistency 
timescales generate stable representations that might contribute to accurate behaviour. 
Part a is reproduced from reF.86, Springer Nature Limited. Parts b and c are adapted from 
reF.88, Springer Nature Limited. F, fluorescence; t, time.

Population vector
Vector in the space of neural 
population activity whose 
components represent the 
activity of individual neurons  
in the population.

Information consistency 
timescale
The correlation across time  
of the instantaneous stimulus 
or choice signal (for example, 
the posterior probability of 
stimulus or choice given the 
observation of a population 
vector at a specific time).
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readout mechanisms that learn the joint probabilities 
of groups of neurons rather than of a simpler, subop-
timal readout that linearly weights the activity of indi-
vidual neurons21. Conversely, population codes with 
information- limiting noise correlations may carry 
less information than do population codes without noise 
correlations but the correlations might help downstream 
readout to aid behaviour100. In the presence of readout 
suboptimalities, it is thus theoretically possible that cor-
related population codes have advantages for perceptual 
discrimination if such codes are more efficiently read 
out, despite encoding less information.

Despite the major consequences that a readout sub-
optimality may have, little is known about whether 
downstream networks can use all the encoded infor-
mation they receive. Recent studies59,60,101–103 have begun 
to provide analytical means and empirical evidence to 
assess if the information encoded in a population is read 
out optimally to inform behaviour (reviewed in Box 2). 
Together, these recent results suggest that the readout 
of information from a neural population may contain 
suboptimalities. It is therefore important to study the 
form of the readout, the features of the downstream 

biological circuitry that introduce readout suboptimal-
ities and how readout suboptimalities are affected by 
noise correlations.

Information transmission and behaviour
Correlated population codes have typically been stud-
ied from the perspective of information encoding but, 
ultimately, the importance of these codes depends on 
how they are transmitted to downstream brain regions 
and used to guide behaviour. This issue is critical if the 
reading out of population codes is suboptimal. Thus, a 
major question concerns whether correlations in neural 
populations help or hinder the propagation of signals to 
downstream networks. In principle, correlations could 
aid the transmission of information even if they limit the 
encoding capacity.

Biophysical factors influencing readout. A major theme 
in the field of neuronal cell biology has been how the spa-
tial and temporal patterns of synaptic inputs on dendrites 
influence the spiking output of neurons. Biophysical 
studies have shown that integration time constants of 
neurons are often short (5–10 ms)104. In such conditions, 

Optimal stimulus- 
discrimination boundary
The plane (or surface) in the 
high- dimensional space of 
population activity that 
optimally separates responses 
elicited by different sensory 
stimuli, and that thus serves as 
an indication of how to extract 
sensory information from 
neural activity optimally.

Box 2 | suboptimalities in the readout of the encoded information

Here, we consider methods and evidence to establish whether 
sensory information encoded in population activity is read out 
optimally to inform behaviour.

If the discrimination of sensory stimuli from neural activity  
is more accurate than the behavioural performance, then the 
information encoded in population activity is not read out 
optimally (see the figure, part a). A recent study reported  
that information about stimulus orientation in large populations 
in mouse primary visual cortex (V1) affords stimulus- discrimination 
thresholds 100 times better than the behavioural discrimination 
threshold101, implying that perceptual discrimination may be 
limited by the suboptimality of downstream decoders and not 
by noise correlations in sensory areas. However, another study 
reported that information in large mouse V1 populations 
saturates at levels similar to those reflected in behavioural 
discriminations42.

A further test of suboptimality relies on comparing the 
discrimination boundaries of optimal stimulus or choice decoding 
from the same neural population95. For an optimal readout, the 
two boundaries are aligned (see the figure, part b, left). For a 
suboptimal readout, the two boundaries are misaligned (see the 
figure, part b, right). N1, feature of neural population activity. Recent studies 
in sensory cortex have found that the choice- discrimination boundary is not 
aligned to the optimal stimulus- discrimination boundary59,102 and, instead, 
that it can lie along the noise axis59. This suggests both that the behavioural 
readout of the encoded information is not optimal and that noise correlations 
may affect the formation of choices.

A related way is to compute the fraction of the sensory information 
encoded in neural activity that is used to inform choices (see the figure, 
part c). If this fraction is small, then the readout is suboptimal60,103. 
In sensory and association cortices, only a relatively small fraction of the 
sensory information encoded in neural activity is used to inform choices, 
again indicating that the readout is suboptimal60,103. These evaluations  
are valid under the assumption that the choice information in population 
activity causally contributes to behavioural choice. This may not always  
be true, especially for choice information available after sensory evidence 
is integrated and a behavioural choice is expressed169. Thus, care should be 
used in computing these quantities — as done, for example, in reFS60,103 — 
in post- stimulus time windows before the start of choice expression. 

Determining the choice boundary causally using optogenetics may  
help identify neural choice signals that are consequential to choice136.

A further caveat is that these indications often assume that the subject  
is trying to perform the behavioural task optimally according to the 
experimenter’s design. However, animals might use suboptimal strategies 
from an experimenter’s point of view, because they have not learned the 
task fully, have goals distinct from those wanted by the experimenter or 
have shifts in attention and engagement. It thus remains possible that 
sensory information is read out optimally, but that subjects combine this 
information with information related to shifting behavioural goals and 
inaccurate internal models of the task rules.

One possible way to address this caveat is to compare the sensory 
information encoded at subsequent stages of neural processing — for 
example, in V1, V2 and V4 — to understand where and how information  
is lost along a processing hierarchy. These quantifications would require 
experimental methods to record large populations of neurons and analytical 
methods to estimate the information plateau in the complete population 
beyond even the size that can currently be experimentally recorded38.
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spatially and temporally correlated spiking in the presyn-
aptic inputs to a neuron elicit larger firing rates in post-
synaptic neurons through coincidence detection100,105–109 
(Fig. 4a). Correlations in input spike trains, for a given 
level of average input firing rate, increase the frequency 
by which enough input spikes are present in the short 
integration period to reach the threshold for firing, and 
so increase the output firing rate. In addition, dendrites 
have nonlinear integration properties. When synaptic 
inputs enter dendrites close in space and time, they can 
sum in a supra- linear manner, owing to the generation 
of a dendritic spike110–113. This supra- linear summation 

(Fig. 4b) enhances the spiking output of the neuron 
and leads to calcium influx that can trigger plasticity 
events110,114. These factors are thought to contribute to 
orientation tuning in the primary visual cortex (V1) and 
to grid cell firing115–117. Thus, from the perspective of  
a readout neuron, correlated synaptic inputs can have a 
supra- linear effect on spiking, and thus correlated pop-
ulation codes may enhance the propagation of signals to 
downstream neurons.

Readout efficacy may depend on how information is 
encoded. Principles from the field of correlated popula-
tion codes can be applied to understanding how corre-
lations affect the information contained in the inputs to 
a postsynaptic neuron, and the field of dendritic integra-
tion addresses how a neuron’s synaptic inputs result in its 
spiking output and thus in signal propagation. Although 
these fields have largely been studied separately, bringing 
them together offers the opportunity to understand how 
information is encoded and propagated in a network.

Recent work has begun to bridge these areas. 
Studies showed that feedforward networks with high 
convergence faithfully transmit stimulus- dependent 
across- time correlations and that, as a consequence, pop-
ulations of mitral cells in the mouse olfactory system can 
use information encoded through temporal correlations 
in their inputs to localize odour sources118. Another study 
showed that correlations in presynaptic inputs make the 
propagation of information through the postsynaptic 
neuron more efficient specifically when the correlations 
are information limiting119. When input correlations are  
information limiting and output spikes in a readout neu-
ron are generated through coincidence detection, the 
accuracy of information transmission is higher when 
the inputs show consistent information encoding60. This 
enhancement is strong enough to offset the decrease of 
information in the inputs, such that more information 
is transmitted to the output in the presence of input 
correlations60.

Effects of signal propagation on behaviour. These studies 
suggest that noise correlations, when they are informa-
tion limiting, may enhance signal propagation and thus 
have an effect beyond limiting the encoding of sensory 
information. However, the extent to which correlation- 
aided signal propagation affects behaviour has remained 
debated120. A recent study60 investigated this issue by 
analysing population activity in PPC recorded while 
mice performed perceptual discrimination tasks87,88.  
In these PPC data, both across- time and across- neuron 
correlations reduced the sensory information encoded 
in neural activity. Under the traditional view that choice 
accuracy is proportional to the amount of information 
in a neural population and that correlations are detri-
mental to perceptual behaviours because they decrease 
information, one would expect noise correlations to be 
lower when mice make correct choices and higher when 
mice make errors. However, contrary to this expectation, 
both across- time and across- neuron noise correlations 
were higher in PPC in correct trials than in error trials60.

These observations can be reconciled by hypothesiz-
ing that, as suggested by previous reports indicating that 

Coincidence detection
Spike- generation mechanism 
that, because of the neuron’s 
short integration time constant, 
requires the near- simultaneous 
occurrence of several input 
action potentials to generate 
an output action potential.

Fig. 4 | Noise correlations for information transmission and behavioural readout. 
Across- time and across- neuron noise correlations in population codes can enhance  
the propagation and readout of information. a | Transmission of information through 
coincidence detection. A neuron with a short integration time constant (red window) 
that receives stimulus- modulated presynaptic input spike trains from different neurons 
(n = 2 in this example) will produce a larger output firing rate when receiving correlated 
inputs (top left) than when the inputs are not correlated. This is because correlations 
increase the number of time points with coincident input spikes compared with when 
receiving inputs with the same individual- neuron characteristics but no correlations 
(bottom left). Even when input correlations are information limiting (input information 
decreases with correlation strength; top right), the transmitted information can increase 
with the level of input correlations (bottom right). b | At the dendritic level, spatiotemporal 
correlations in synaptic inputs generate evoked postsynaptic potentials (EPSPs) in a 
supra- linear manner (left), thus enhancing the spiking output of the readout neuron, 
whereas only spatial correlations or only temporal correlations do not generate dendritic 
supra- linearities (middle and right). c | The readout of stimulus information from population 
activity may be enhanced by correlations. A plot in two- dimensional population activity 
(n = 2 neurons) shows that information- limiting correlations (signal aligned with noise) 
increase the proportion of trials with consistent information encoding (when both 
neurons encode the same stimulus, top- right and bottom- left quadrants of the 2D plot). 
With information- limiting correlations, increasing the correlation strength decreases the 
information but increases the consistency of information encoding over trials. d | Top: if 
the readout is not affected by consistency (uniform readout efficacy in converting the 
encoded stimulus into choice, shown as uniform grey in the 2D neural space plot), noise 
correlations also impair behavioural performance and are higher in error trials. Bottom:  
if the readout is enhanced by the consistency of the encoded information (the readout 
leverages an interaction between stimulus information and consistency, leading to 
higher readout efficacy in the consistent regions of the 2D neural space plot), noise 
correlations have a net positive effect leading to an increased behavioural performance 
and higher correlations in correct trials compared with error trials. e | Manipulating 
activity patterns in a select brain area (red box) through two- photon holographic 
optogenetics while monitoring behavioural outcomes can establish the causal effect of 
noise correlations on the behavioural readout of population activity. f | A recent study135 
showed that mice better report the presence of a two- photon optogenetic stimulation 
pattern with a certain firing rate level when it has a higher degree of temporal synchrony, 
supporting that across- time correlations favour behavioural readout. g | Combining 
independent perturbation of multiple population- activity features with computational 
modelling can reveal the role of the interaction between features on the readout. Here, 
two features (timing of activation of two populations) are independently manipulated. 
The independent manipulation of two features can reveal whether the behavioural 
readout does or does not depend on interactions between features (middle), whereas 
single- feature manipulations would be unable to distinguish whether the readout does 
or does not depend on interactions (left). From these data, a mathematical readout 
model (right) could be formulated to describe how different features interact to causally 
generate behaviour. Experimental results in the olfactory bulb show the presence of 
strong interactions between timing of activation of different populations136. β1, readout 
weight of single feature activity; βint, readout weight of interactions between features; c, 
choice; fNL, function modelling nonlinear interaction between neural features; N1, feature 
of neural population activity; s, presented stimulus; ŝ, stimulus encoded in the neural 
population activity; x, combination of all (neural and non- neural) predictors of behavioural 
choice. Part a is adapted from reF.60, Springer Nature Limited. Part b is adapted with 
permission from reF.110, Elsevier. Parts c and d are adapted from reF.60, Springer Nature 
Limited. Part f is adapted with permission from reF.135, Elsevier.
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the noise axis aligns with the choice boundary in neural 
activity space59 and by the above- discussed results on 
biophysical signal propagation, the readout of stimulus 
information might use aspects of population activity 
imposed by correlations (Fig. 4c,d). Intuitively, correla-
tions imply greater consistency in information encoding 
in a population. Modelling a mouse’s choices60 revealed 
that these depended not only on the stimulus infor-
mation decoded from the PPC population activity, as 
predicted in the case of an optimal readout, but also on 
the interaction of the stimulus information decoded 
from PPC activity with across- time encoding consistency 
or across- neuron encoding consistency. Specifically, when 
consistent encoding was present, the stimulus infor-
mation decoded from neural activity had an amplified 
effect on the mouse’s choice. By using the model of 
mouse choices validated on PPC data to estimate how 
well the mouse would have performed on the task with 
and without correlations present, it was predicted that 
correlations in PPC benefited task performance even 
when they decreased sensory information60. This was 
because correlations increased encoding consistency, 
and consistency enhanced the conversion of sensory 
information into behavioural choices.

Together, these results suggest that noise correlations 
can benefit behaviour by enhancing signal propagation 

and that this can offset the negative effects that they have 
on encoding.

Higher- order correlations. Current evidence indicates 
that higher- order correlations aid information transmis-
sion and readout beyond the pairwise correlation effects 
discussed above. In V1, higher- order correlations help 
to concentrate information into brief periods, which 
may facilitate signal propagation as discussed above64,67. 
Further, the strength of higher- order correlations 
within and across areas correlates with task accuracy, 
being stronger in behaviourally correct trials than in 
error trials121,122. These findings are also supported by 
a theoretical study that proposes a beneficial role of 
higher- order correlations for input–output information 
transmission123.

These results corroborate the view that population 
codes perform multiple functions relevant to behaviour 
besides information encoding. Ultimately, these results 
imply that the basis of perceptual abilities can be studied 
only by considering the intersection of how information 
is encoded and how it is propagated and read out at the 
level of single behavioural trials.

Using perturbations to probe function
Most work has studied the potential functions of cor-
related population codes by focusing on the statistical 
relationships between the information encoded in neu-
ral populations and the behavioural choices of animals. 
However, to understand the causal functions of correla-
tions in neural populations, it is necessary to manipulate 
neural activity while monitoring behaviour.

New technology based on two- photon patterned  
optogenetics is emerging that enables the creation of 
artificial spatial- temporal patterns of activity in a neu-
ral population. This technology raises the possibility of 
manipulating specific features of the neural code to test 
how they affect behaviour124–131. This technology has 
been used for influence mapping, which measures how 
spikes added to one or a small group of neurons causally 
affect the spiking of neighbouring neurons, including 
neurons with similar or dissimilar tuning132,133 (Box 3). 
These approaches have also been used to create fictive 
percepts to test the causality of features of neural codes 
in perception126,127,134.

Two- photon patterned optogenetics presents the 
opportunity to probe how the readout of population 
activity to guide choices causally depends on correla-
tions among neurons, by optogenetically manipulat-
ing the level of correlations between neurons without 
changing the response properties of individual neurons. 
A recent study trained mice to report the activation, in 
the absence of sensory stimulation, of groups of approx-
imately 30 neurons in the olfactory bulb that were stim-
ulated using two- photon patterned optogenetics135. The 
optogenetic stimulation pattern was varied from trial 
to trial to alter the level of temporal synchronization 
between neurons while keeping the firing of individual 
cells similar across trials. The optogenetically induced 
activity had a larger effect on behavioural choices 
when the optogenetic stimulation was more synchro-
nized, providing a causal demonstration that temporal 

Consistent information 
encoding
When different elements of a 
population code (for example, 
the activity of different pools of 
neurons) all signal the presence 
of the same stimulus.

Across- time encoding 
consistency
When population activity at  
a given time signals the same 
stimulus as the population 
activity at another time.

Across- neuron encoding 
consistency
When the activity of separate 
neuronal pools in the same 
time window signals the same 
stimulus.

Feature amplification motifs
Motifs of cells with similar 
tuning that functionally excite 
one another to increase the 
signal contained in the neural 
population as revealed by 
anatomical connections or 
influence mapping.

Box 3 | Probing the relationship between neural interactions and population 
computations

A key question of population coding is how the activity of one neuron affects  
the activity of other neurons to shape population- level information processing.  
This effect is problematic to measure with observations of neural activity because such 
observations cannot reveal causal relationships between neurons. Recent work has 
used two- photon optogenetics to trigger action potentials in a targeted neuron, plus 
calcium imaging to measure the effect on spiking in neighbouring neurons in layer 2/3 
of the primary visual cortex (V1) of awake mice viewing visual stimuli132. Stimulation of  
a neuron had a predominantly suppressive influence on the activity of other V1 neurons 
and, on average, it suppressed more of the activity of neurons with similar tuning than 
that of neurons with different tuning. The exception to this finding was the presence  
of a positive influence between a small population of neurons with a strong positive 
signal and noise correlations. These results support earlier theories138 that proposed  
a ‘feature competition’ computation, which could reduce noise and amplify signal in 
single-trial responses132,151 and demix information from feedforward inputs132,170. In this 
computation, negative noise correlations between two neurons would mean that 
evidence provided by one neuron ‘speaks against’ that provided by the other neuron, 
and competition explains away the least likely cause of neuronal inputs.

The power of coupling computational models with neural perturbations and imaging 
has been further highlighted by other studies that have used neural ablations or 
two- photon optogenetics to reveal feature amplification motifs in various parts of  
the cortex. In these studies, photostimulation of only part of a neural population has  
led to the recruitment of neurons with similar tuning126,127,133. Consistently, the ablation 
of neurons encoding particular stimuli reduced the activity of neurons with similar 
stimulus responses171. These findings are consistent with anatomical like- to- like 
excitatory connections between neurons with similar tuning172,173 and have been 
proposed as evidence for pattern completion and attractor dynamics in cortical 
circuits174.

Future studies that couple two- photon optogenetics and imaging with population- 
coding analyses are needed to fully understand the implications of such results for 
population codes. For example, feature competition results are compatible with the 
view that recurrent connections in V1 may create information- enhancing correlations 
or reduce the effect of information- limiting correlations. Feature amplification  
results may lead to redundancy in the subnetwork of similarly tuned neurons if such 
amplification creates stimulus- independent correlations, but could create synergy  
if recurrent amplification creates stimulus- dependent correlations.
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correlations among neurons enhance the behavioural 
readout of population activity (Fig. 4e,f).

Given that, during naturalistic sensory stimulation, 
many features of neural population activity can be char-
acterized, including the strength and timing of neural 
firing and the correlations between neurons, a key ques-
tion is how many different features come together to pro-
duce perception and whether correlations among these 
features are consequential to perception. To address this 
question, mice were trained to report a specific opto-
genetically induced spatial- temporal activity pattern 
in the olfactory bulb136, again in the absence of sensory 
stimulation. Activity features were then manipulated 
independently or in combination by changing the opto-
genetic stimulus and the effects on the mouse’s behavi-
oural reports were observed. A conceptual advance of 
this study is that it used a common computational metric 
to assess the causal effects of individual features of the 
population code as well as how these features interact 
to shape the readout of information (Fig. 4g). This study 
found that temporal correlations between the activity 
of populations at different anatomical sites causally 
affected behavioural reports, again supporting the idea 
that correlations shape behavioural readout.

A limitation of these optogenetic studies is that they 
have not tested whether correlations serve the same func-
tions during sensation, because optogenetic stimulation 
is applied in the absence of sensory stimuli. The fact that 
animals can detect the direct artificial activation of few 
tens of neurons in the absence of sensory stimuli does not 
imply that perception of naturalistic sensory stimuli relies  
on similarly small neural populations, and is not informa-
tive about the size of the neural population that underlies  
the perception of real sensory stimuli. Yet, understanding the  
size of populations needed to represent sensory stimuli is 
highly relevant, because the information- limiting effects 
of correlations increase with it.

These caveats, together with the decades of work 
studying the theoretical principles of correlated pop-
ulation codes, make it compelling to computationally 
design perturbations that can probe the causal role of 
correlations during the perception of real sensory stim-
uli. The ability to monitor neural activity with calcium 
imaging while simultaneously making optogenetic per-
turbations enables a direct assessment of the effect of  
the perturbation on the neural code. As one example  
of this opportunity, the hypothesis that information con-
sistency enhances the readout of sensory information can 
be probed by designing optogenetic patterns that perturb 
responses to elicit different degrees of consistency across 
neurons or across time, but with comparable amounts 
of total sensory information in the population. A pre-
diction is that perceptual discriminations will be more 
accurate in trials in which the optogenetic perturbations 
elicit higher levels of stimulus information consistency.

Outlook
The work reviewed above has begun to reveal how corre-
lations and their structure shape the multiple functions 
that a population code performs. Despite this unequivo-
cal progress, we consider there to be various avenues for 
continued advances in the near future.

Structure of population codes to balance multiple func-
tions. Given that population codes support multiple 
functions, with possibly competing requirements on 
the correlation structure60,119, a key goal is to develop a 
principled theoretical framework for how codes balance 
the constraints imposed by information encoding, the 
propagation of signals to downstream networks and  
the generation of appropriate timescales for computation. 
A major challenge is that the multi- objective optimization 
that a neural population has to perform is not known 
and may vary across the brain. For example, sensory cor-
tices may benefit from weak correlations to maximize 
information encoding with short timescales for dynamic 
stimuli, whereas association cortices might optimize 
for stronger signal propagation and longer timescales, 
which arise from stronger correlations, to accumulate 
information and create a consistent code. Indeed, the 
strength of correlations and their effects on encoding, 
readout and timescales are smaller in sensory than in 
association areas88, increase along the visual cortical 
hierarchy92 and are weaker in input than in output layers 
of the visual cortex137.

One approach could be to consider different puta-
tive multi- objective optimizations that a population 
code may perform, derive theoretically optimal response 
properties under each optimization, and compare 
these properties with single- neuron tuning and noise 
correlation structures in different areas, similar to how 
previous work derived neural codes optimal for informa-
tion encoding alone6–8,138,139. To form empirical hypothe-
ses about how multiple constraints are traded off across 
areas, the cost function optimized by each area could 
be inferred from the behavioural losses obtained when 
inactivating an area (that is, reducing its activity using, 
for instance, optogenetics). For example, population 
codes in areas whose inactivation leads to larger behav-
ioural deficits related to the integration of information 
across time may weigh the benefits of generating long 
timescales more heavily140.

Understanding how correlation structure relates to ana-
tomical connections. Network theory has explained how 
differences in network structures lead to large differ-
ences in functions such as the speed and spread of infor-
mation transfer across the networks5,141. In neuroscience, 
these ideas have helped researchers to understand the 
dynamics and function of whole- brain networks meas-
ured using, for example, functional MRI141. Key to this 
progress has been the interpretation of functional data 
in relation to computational models informed by the 
underlying anatomical connections142. At the level of 
population codes, theoretical and experimental work 
has begun to elucidate the importance of the structure 
of signal and noise correlations and of synergistic and 
redundant pools in a network for information encoding 
and readout. However, our understanding of the impor-
tance of noise correlation structures has remained more 
limited, partly owing to the relative scarcity of data sets 
that include both the functional responses of many indi-
vidual neurons and their anatomical wiring within a net-
work. Ongoing improvements in electron microscopy 
and in X- ray holographic nano- tomography techniques 

Two- photon patterned 
optogenetics
The use of light- sculpting,  
such as with a spatial light 
modulator, and two- photon 
excitation to create arbitrary 
spatial and temporal patterns 
of light to photostimulate 
neurons with approximately 
single- cell resolution.

Influence mapping
The process of measuring  
how spikes added by 
two- photon- patterned 
optogenetic perturbation to 
one or a few neurons causally 
affect the spiking of 
neighbouring neurons.

Multi- objective optimization
An optimization procedure  
that minimizes multiple cost 
functions simultaneously.
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will make such data more common143. We predict that 
relating the structure of noise correlations computed 
from simultaneous neural recordings and the structure 
of causal interactions computed with influence mapping 
to the underlying anatomical connectivity, especially 
with the help of computational models, will be key to 
further our understanding of population coding144.

Noise correlations can reflect monosynaptic or poly-
synaptic anatomical connections between cells as well as 
reflecting or being modulated by common inputs, gen-
eral fluctuations in behavioural state, network excitabil-
ity or normalization mechanisms145–150. The functional 
implications of noise correlations for encoding and 
readout discussed above are expected to hold regardless 
of their biophysical origin, because this shared variabil-
ity in activity would act in the same way regardless of 
its origin. However, comparing the structure of noise 
correlations with the anatomical connectivity will help 
to establish the population- coding computations that 
anatomical motifs can support145,151.

In addition, noise correlations have not often been 
investigated for the different cell types within neural 
circuits. Recent studies have found that correlations can 
differ between excitatory and inhibitory populations 
and across inhibitory interneuron types, including with 
changes over the course of learning152–154. A challenge 
is therefore to test how the structure of noise correla-
tions in a population code relates to the diversity of 
molecularly and functionally defined cell types.

Information flow of signals from sensation to action. 
Given that the readout of information may not be opti-
mal, it cannot be assumed that all information encoded 
in a population is used downstream to inform behaviour. 
It thus becomes crucial to establish tools and concepts 
to better understand the constraints and principles of 
information transmission by population codes.

A challenge is that the principles for neural popula-
tion coding have been established mostly considering 
populations of neurons recorded in one location, with-
out identifying subpopulations of neurons that send 
axonal projections to specific downstream targets. This 
raises the question of the extent to which these principles 
are relevant for between- area information transmission. 
This question is now, in principle, addressable using 
neural recording combined with retrograde labelling or 
other methods. One possibility is that the structure of 
population codes is different for populations of neurons 
that send information to the same downstream network 
compared with populations of neurons that send pro-
jections to distinct targets and might thus not be read 
out together. For example, the populations of neurons 
that send information to the same target network may 
have higher noise correlations to help more robust signal 

propagation and/or may have a correlation structure that 
enhances information encoding. One intriguing possi-
bility is that the routing and propagation of signals is 
structured in cortical networks155–158, with specialized 
functional interactions in subpopulations of neurons 
that project to the same target that enhance informa-
tion transmission and are helpful to generate accurate 
behaviour.

A potential approach to understanding which parts 
of the encoded information are used or transmitted 
relies on measuring how different features of the popula-
tion code correlate with the behavioural outcome — for 
example, whether properties, such as the levels of noise 
correlations or information consistency, are higher in 
behaviourally correct trials60. A second approach could 
be to estimate and compare the total amount of stim-
ulus information encoded across areas in a processing 
hierarchy38 (Box 2). Experimental methods using elec-
trophysiology and calcium imaging are rapidly emerg-
ing to address these questions to simultaneously record 
large populations of neurons in multiple, synaptically 
connected brain areas159–161. Coupled with analytical 
methods and mathematical models for quantifying 
transmission of stimulus- specific information across 
neural populations in different cortical areas95,162–164, 
there is an opportunity to directly measure and test, 
using perturbations, which features of neural codes are 
transmitted to downstream networks, and how infor-
mation propagation relates to sensory perception and 
behavioural decisions95.

Conclusion
Population coding is one of the fundamental levels at 
which information is processed in the brain. Recent 
work has made substantial progress in revealing that 
correlations in neural populations serve multiple 
potential functions, including encoding information, 
propagating signals to downstream networks to guide 
behaviour and setting diverse timescales of computa-
tion. Emerging work is discovering how the structure 
of correlations affects these functions. We propose that 
a major future direction is to understand how popula-
tion codes trade off potentially competing constraints 
imposed by these multiple functions, and how these 
trade- offs vary for codes across different parts of the 
nervous system and different cell types. New avenues 
of discovery will arise from emerging technologies for 
the recording of large- scale neural activity, measurement 
of anatomical connectivity, perturbation of specific fea-
tures of population activity, modelling and analysis of 
high- dimensional neural populations and, especially, 
from the combination of these approaches.
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Retrograde labelling
Methods based on dyes or 
viruses that are taken up by 
axons and transported back  
to a neuron’s cell body.
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